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Introduction

e Applied Linear Algebra course for Masters of Science in Data Science students
e Homework assigned entirely within Jupyter notebooks (Python kernel)
e Mix of written, computational, and coding problems
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Answer the questions below using Markdown or code cells as appropriate. Use T 'EX syntax for all mathematical
expressions in your narrative (see this blog_post for more information and tips). You'll find the VMLS Python Companion to be

very helpful for the coding portions.

For coding exercises, vectors should be represented as numpy arrays, and matrices should be represented as 2-D numpy

arrays.

Example 1: Written exercise

Let A and B be two m X n matrices, and suppose that Av = Bv for some nonzero n-vector v. Determine whether A = B

must hold.
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Example 3: Multiple choice exercise

When the Gram-Schmidt algorithm is run on a particular list of 10 15-vectors, it terminates in iteration 5 (since gs = 0). Which
of the following must be true? Assign the variable ans3 to either "a", "b", or "c", according to your answer choice.

(a) ap, a3, a4 are linearly independent.
(b) a1, a>, as are linearly dependent.

(c) a1, az, a3, a4, as are linearly dependent.

Manually graded answer
In[ ]J: M Manually graded task

Autograded answer

Autograder tests

Read-only
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Example 3: Multiple choice exercise

When the Gram-Schmidt algorithm is run on a particular list of 10 15-vectors, it terminates in iteration 5 (since gs = 0). Which
of the following must be true? Assign the variable ans3 to either "a", "b", or "c", according to your answer choice.

(a) a2, a3, a4 are linearly independent.

(b) a1, az, as are linearly dependent.

(c) a1, a2, az, as, as are linearly dependent.

cell-7327ced4e63e7422¢ BN Autograded answer v
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Manually graded answer

Manually graded task
Autograded answer

Autograder tests

Read-only
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Example 3: Multiple choice exercise

When the Gram-Schmidt algorithm is run on a particular list of 10 15-vectors, it terminates in iteration 5 (since gs = 0). Which

of the following must be true? Assign the variable ans3 to either "a", "b", or "c", according to your answer choice.
(a) a2, a3, a4 are linearly independent.
(b) a1, ay, as are linearly dependent.

(c) a1, az, a3, a4, as are linearly dependent.

celI-7327ce4e63e7422£l Autograded answer

v

### BEGIN SOLUTION

ans3 = "c
### END SOLUTION

&8 Points: ID: ceII-c39a3a88ac744e27I Autograder tests

# This test checks that your answer has the right format
# It does not check for correctness
assert ans3 == "a" or ans3 == "b" or ans3 == "c" or ans3 == "d"

### BEGIN HIDDEN TESTS

assert ans3 == "c
### END HIDDEN TESTS




2 | -

T v i

& ID: ‘ cell-916b50345035d32¢| Read-only v

Example 4: Autograded answer (numeric vector, unique solution)

Find the vector a such that a’ v extracts (is equal to) the 5th entry of the 10-vector v. Store the vector a in the variable a .

cell-b4699b230f177703 B8 Autograded answer v

### BEGIN SOLUTION
a = np.array([o, 6, 0, 0, 1, 9, 0, 0, 0, 0])
### END SOLUTION

Sl & Points: 108 cell-293281c68751a39¢ [l Autograder tests VI

assert isinstance(a, np.ndarray)
assert len(a) == 10

### BEGIN HIDDEN TESTS
np.testing.assert_allclose(a, np.array([9, ©, 6, 0, 1, 0, 0, 0, 0, 0]))
### END HIDDEN TESTS
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Example 5: Autograded answer (numeric matrix, multiple solutions)

Find a nonzero 2 X 2 matrix B such that B = (. Store the matrix B in the variable B .

g 12 W cell-3f08658a77¢c24558 M Autograded answer

(Writing the solution is optional)

In[ ]: ME Points: o cell-12efc9e5a9cef395 MM Autograder tests

# In this case I've chosen to expose all the tests
assert np.sum(abs(B)) != ©
np.testing.assert_allclose(B @ B, np.zeros((2, 2)) )
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Gradin

In [18]:

Student's answer

ﬁ#(a) The goal of clustering a set of vectors is to choose the best vectors from the set
a44 = False
# (b) The goal of clustering a set of vectors is to divide them into groups of vectors that are near each other
b44 = True
# (c) The goal of clustering a set of vectors is to determine the nearest neighbors of each of the vectors
c44 = False
# (d) The k-means algorithm always converges to a clustering that minimizes the mean-square vector-representative d
d44 = False
# (e) The k-means algorithm can converge to different final clusterings, depending on the initial choice of represei
edd = True
# (f) The k-means algorithm is widely used in practice
f44 = True
# (g) The choice of k, the number of clusters to partition a set of vectors into, depends on why you are clustering
g44 = True
# (h) The choice of k, the number of clusters to partition a set of vectors into, should always be as Large as your
h44 = False
##
& >
Type any comments here (supports Markdown and MathJax)
i

In [19]:

cell-d5eb3033421ae1d6 Full credit  No credit /0.5 + (extra credit)

assert a44 == True or a44

### BEGIN HIDDEN TESTS
assert a44 == False
### END HIDDEN TESTS

g/marking interface

<—Autograded exercise
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Grading/marking interface

3.10 Nearest neighbor document

Student's answer Full credit  No credit

Consider the 5 Wikipedia pages in table 3.1 on page 51. What is the nearest neighbor of (the word count histogram vector of) ‘Veterans
Day’ among the others? Does the answer make sense?

When looking at the Pairwise word count histogram distances between the five Wikipedia articles, the nearest neighbor of "Veterans Manual |y g raded
Day" is "Memorial Day" since it has the smallest distance value of 0.095. Intuitively, this makes sense when comparing Veterans Day -— .

with the other entries such as the Academy Awards, the Golden Globes and the Super Bowl. Articles about Veterans Day and exercise

Memorial Day would naturally contain many of the same words since they are both US holidays dealing with veterans. These articles
would not have much overlap with entertainment award shows or a big sporting event like the Super Bowl. </font>

Type any comments here (supports Markdown and MathJax)
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Returning graded/marked work

hw5 (Score: 10.7 / 11.0)

Comment

OENEE OIS SO DE

©

Written response (Score: 2.0/ 2.0)
Written response (Score: 1.0/ 1.0)
Written response (Score: 1.0/ 1.0)
Written response (Score: 1.7/ 2.0)

Written response (Score: 1.0/ 1.0)
Test cell (Score: 0.5/ 0.5)
Test cell (Score: 0.5/ 0.5)
Test cell (Score: 1.0/ 1.0)

10. Written response (Score: 1.0 / 1.0)
11. Coding free-response (Score: 0.5/ 0.5)
12. Written response (Score: 0.5 / 0.5)

In [1]:

Applied Linear Algebra
Dr. Yuster

Homework 5 (Textbook Ch. 6-7)

Name: SERIEENER

import numpy as np

Answer the questions below using Markdown or code cells as appropriate. Use LaTeX syntax for all mathematical expressions in your narrative
(see this blog post for more information and tips). You'll find the VMLS Python Companion to be very helpful for the coding portions.

Questions marked with an exercise number (like 1.2) can be found in the textbook at the end of that chapter. Questions marked with the AE prefix
(like AE 1.2) can be found in the Additional Exercises.

For coding portions, vectors should be represented as numpy arrays, and matrices should be represented as 2-D numpy arrays.

6.1 Matrix and vector notation. Answer all parts in the cell below.

Student's answer

(a) Yes, this expression uses valid notation. The dimensions would be an (m - n) x 1 matrix or an rn-vector because you are stacking n m-
vectors.

(b) Yes, this expression uses valid notation. The dimensions would be an 1 x m matrix because the m-vectors are transposed (creating row
vectors) and being stacked.

(c) Yes, this expression uses valid notation. The dimensions would be an m x n matrix the vectors are being concatenated, creating a matrix
with height m and width o .

(d) Yes, this expression uses valid notation. The dimensions would be a 1 x (mn) matrix or a (mmn) row vector.

HTML document -
Attach to student's
assignment
submission in
VLE/LMS
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What I liked

Homework in Jupyter notebooks - loved the idea for this course!!!

Easily combine written, computational, and coding problems

Gentle introduction to LaTeX and markdown

All free and open source tools

Lightweight: Homework distributed as a single notebook file, no additional
software installation for students
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What I didn't like

e Solutions were automatically displayed in returned notebooks
o  Configurable in newest version of nbgrader?

e |mperfect LaleX rendering in grading view
e [Executing student code locally - yikes!
o It's possible to grade inside Docker containers

e Clunky workflow
o Smoother with JupyterHub
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https://github.com/jupyter/nbgrader/pull/1519
https://nbgrader.readthedocs.io/en/stable/user_guide/advanced.html#grading-in-docker

3.20 Regression model sensitivity. (Hint: Use the Cauchy-Schwarz inequality)

LaTeX (non-) Rendering when Grading

Student's answer Score: 1.0 /1.0 (T 9))
R y -~
Consider the regression model y = zTﬁ -+ v, where y is the prediction, x is a feature vector, f is a coefficient XX
vector, and v is the offset term. If x and & are feature vectors with corresponding predictions ¥ and § show that \‘\ [ )
|9 — g| <= ||Bl|||lz — &||. This means that when ||B|| is small, the prediction is not very sensitive to a change
in the feature vector. Grading view
9 — 9l
= |(e"B+v) — ("B +)|

=|z"B+v— & f—v|

3.20 Regression model sensitivity. (Hint: Use the Cauchy-Schwarz ineguality)

T ~
=|z"p—2" B
Student's answer Full credit ~ No credit /1.0 + [UNEeN (extra credit)
= 2\T
=|(z—2)" Bl
] P y z i ’ Consider the regression model $\hat y = xAT B + v§_where y is the prediction, x is a feature vector, B is a coefficient vector, and v is the
Using the Cauchy-Schwarz inequality which says [a”b| <= [|al||[b]| we will get the follo | frset term. If x and S\tilde x§ are feature vectorsfith corresponding predictions ¥ and $\tilde y$ show that $|\hat y - \tilde y| <= ||B||
T e ||x-\tilde x||$. This means that when |||| is_sfhall, the prediction is not very sensitive to a change in the feature vector.
(= —2)"B| <=1|Bllll= — |
€] >
L $|\hat y - \tilde y|$
Comments: $ = |(XATB + v) - (\tilde x T B + v)|$
Great work! $= [XATB + v - \tilde XAT B - V|$
T | $ =[x TB - \tilde xAT B|$
$ = |(x - \tilde x)"T B|$
Using the Cauchy-Schwarz inequality which says $[a’Tb| <= ||a||||b||$ we will get the following:
. . $|(x - \tilde x)T B| <= [|B]| ||x - \tilde X||$
Student submission T

Great work!




Changes for next time

Plan to try Otter Grader + Gradescope
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https://otter-grader.readthedocs.io/en/latest/
https://www.gradescope.com/

Resources

e Project Jupyter (https://jupyter.org/)
e Online book: Teaching and Learning with Jupyter

(https://jupyterdedu.github.io/jupyter-edu-book/)

e nbgrader (https://nbgrader.readthedocs.io/en/stable/)

e canvas2nbgrader (https://github.com/patrickwalls/canvas2nbgrader)

e Textbook: Introduction to Applied Linear Algebra- Vectors, Matrices, and Least
Squares by Boyd and Vandenberghe (https://web.stanford.edu/“boyd/vmls/)

e Otter Grader (https://otter-grader.readthedocs.io/en/latest/)

e Gradescope (https://www.gradescope.com/)
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